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Abstract

Most of energy control or SCADA (Supervisory Control and Data
Acquisition) systems are very dependent on advanced technologies and
on traditional security mechanisms for protecting the a system against
anomalous events. Security mechanisms are not enough to be used in
critical systems, since they can only detect anomalous events occurring
at a certain moment in time. For this reason it becomes of paramount
importance the usage of intelligent systems with capability for preventing
anomalous situations and reacting against them on time. This type of
systems are, for example, Early Warning Systems (EWS). In this paper,
we propose an EWS based on Wireless Sensor Networks (WSNs) (under
the ISA100.11a standard) and reputation for controling the network be-
haviour. The WSN are organized into clusters where a Cluster Head (CH)
is designated. This CH will contain a Reputation Manager Module. The
usability of this approach is also analyzed considering a Smart Grid sce-
nario.

Keywords: Early Warning Systems, Wireless Sensor Networks, Repu-
tation, SCADA Systems, Smart Grid

1 Introduction

According to the conceptual model described by NIST in [1], part of the func-
tionality of a Smart Grid is associated to the remote control of power substa-
tions that ensure an efficient energy generation and distribution to residential
complexes. The control is basically managed by a centralized system known
as SCADA (Supervisory Control and Data Acquisition) system. Although this
control form a unique entity, it has a special influence on the rest of domains
by supervising operational activities and residential complexes.

However, this type of interaction among domains could trigger in serious
consequences when part of the control and substations are disrupted. Then,
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it is crucial to address problems of the current SCADA systems to strengthen
its architecture, and thus to ensure a reliable and survivable Smart Grid. In
fact, most of the security mechanisms applied in SCADA systems are not based
so far on dynamic and autonomous procedures where different entities with
different complexities are integrated in the same context. It is necessary to
provide advanced security mechanisms to individually protect domains, and
thus protect the rest of the system as a whole. We agree with [2] that part of
this security must be focused on the prevention of anomalous events and the
preview of any significant change that can cause a cascading effect over other
domains of the Smart Grid or over other Critical Infrastructures (CIs) [3]. For
this reason, we propose an intelligent Early Warning Systems (EWS) able to
protect the substations as independent subdomains, but indirectly protecting
the rest of domains of a Smart Grid when serious failures occur.

Unfortunately, up to date there are not specialized EWSs for critical environ-
ments and therefore researching in this new area is very much needed in order to
protect the system against anomalous events, failures or threats. The approach
we present in this paper tries to fill this lack. We introduce a model of an EWS
that covers this security aspect for energy control systems. The approach is
based on Wireless Sensor Networks (WSNs), able to perceive the real state of
the infrastructure, on reputation to control the real behaviour of the control
network and on the ISA100.11a standard [4] for an efficient alarm management.
Moreover, the approach is able to detect specific anomalous behaviours from sen-
sor nodes, and in particular behaviours associated to compromised situations,
such as a replay or a delay attack.

The paper is organized as follows. Section 2 analyzes the need of EWSs in
highly-critical energy scenarios and it identifies the main components of them.
Section 3 provides a background about WSN and reputation systems in WSNs
and critical infrastructures. Section 4 presents the general architecture of our
model, which includes a set of components, together with their respective mod-
ules and functionalities. In Section 5 our model is analyzed in a critical appli-
cation context, such as a Smart Grid and in Section 6 implementation details
of the model are given. Finally, Section 7 concludes the paper and outlines the
future work.

2 Early Warning Systems in the Cascading Ef-
fect Control

The protection of critical infrastructures in our society such as energy genera-
tion and distribution systems has been proven of paramount importance. Some
national and international action plans and initiatives have already been pro-
posed in order to discuss some security issues related to Critical Infrastructures
Protection (CIP). Even though modelling and simulation techniques are feasi-
ble mechanisms to visualize the connectivity among systems and assess risks,
they are not enough to ensure an effective control of a cascading effect. It
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would be desirable to predict and anticipate anomalous situations, even before
they happen in order to react against them, reducing as much as possible risks
and efforts in recuperation processes. These can be solved with Early Warn-
ing Systems (EWSs), specialized security mechanisms that aid the protection of
highly-critical environments in early stages.

Unfortunately, EWSs are not yet considered by today’s control industry. Its
security currently depends on security policies, access control mechanisms, se-
curity applications and specific detection systems, such as firewalls or Intrusion
Detection Systems (IDSs). At this point, we may think that an EWS is appar-
ently a security mechanism similar to an IDS, since both of them can detect
anomalous situations through patterns/rules. However, there is an important
difference between them. An IDS is only able to detect existing anomalous
events, whereas an EWS is able to predict and warn about them. An EWS
consists of an advanced monitoring component based on integrated techniques
that analyze and interpret data streams from distributed sensors in remote en-
ergy substations. These techniques also include decision making procedures to
avoid or reduce the propagation of a possible effect originated by an anomalous
event [5]. To be more precise, the idea is not to precisely detect an existing fail-
ure/threat and subsequently correct it. The success of an EWS depends on the
ability to anticipate an event sequence, as well as facing an anomalous situation
to control the effect over the system or systems.

Four main components constitute any EWS: (i) a detection component rep-
resented by sensorial nodes, (ii) a reaction component, (iii) an information rec-
ollection component to store evidences, and (iv) an alarm management com-
ponent. The reaction component includes a process of decision making whose
determination will depend on the type of threat, the criticality of the affected
environment, the interaction with other involved elements, the associated risk
and the damage-cost relationship. In any case, all of these components have to
be active before, during and after a failure/threat appears in the system. ‘Be-
fore’ in order to anticipate and warn about a set of suspected actions, ‘during’ in
order to avoid that an effect starts to propagate itself in the system, and ‘ after’
in order to control that such effect can be propagated towards other systems.

3 Background and State of the Art

3.1 WSN, a Control, Reaction and Warning Component

As mentioned earlier, an EWS has four essential components associated to con-
trol/detection, reaction, recollection and warning tasks. A technology capable
of offering all of these services is precisely a WSN. Its nodes (called sensor nodes)
are able to monitor, detect, track and alert anomalous situations thanks to its
adhered sensors capable of sensing physical events from their surroundings, as
well as its computational capabilities. They can also collaborate among them
in order to achieve a common goal (e.g., control of energy generators), in ad-
dition to being self-configurable, self-healing and smart devices. This type of
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self-configurability allows sensor nodes to adapt by themselves in the network
and react against failures, whereas self-healing provides them with capabilities
for facing unexpected network events.

WSN is currently considered as one of the most demanded wireless tech-
nologies by the control industry and Smart Grid, since it guarantees the same
control services as a RTU (Remote Terminal Unit) but to a low installation and
maintenance cost [6]. Even this demand has implied the recent standarization
of their comunications with ZigBee PRO [7], WirelessHART [8] and ISA100.11a.
In this paper we will mainly focus on ISA100.11a, since it is an extended version
of WirelessHART and it improves some of its services [6].

ISA100.11a allows both mesh and star topologies using: (i) sensor nodes
(working at 26MHz, RAM 96KB, 128KB Flash Memory and 80KB ROM), (ii)
routers, (iii) gateways (one or several working at 533MHz, 64MB RAM and 8MB
Flash Memory) to establish redundant connection with the SCADA centre, (iv)
backbone routers to provide connectivity to other networks, and (v) two special
managers: a system manager and a security manager. The system manager
is in charge of allocating resources and providing communication, whereas the
security manager affords key management services. Moreover, ISA100.11a is
based on the IEEE 802.15.4-2006 standard, which specifies the physical (PHY)
and Media Access Control (MAC) layers for Wireless Personal Area Networks
(WPANs), providing it with security mechanisms based on AES-128 bits, Mes-
sage Authentication Codes (MAC) and an Access Control List (ACL) to au-
thenticate any received message. In addition, the standard provides security at
link and transport level using Message Integrity Codes, and unique symmetric
keys of 128-bits for solving confidential issues.

Lastly, ISA100.11a offers a set of services for guaranteing reliability of com-
munications, diagnosis, and alert and priority management. Specially, this pri-
ority management depends on four subcategories (a device diagnostic, a com-
munication diagnostic, a security alert and a process alarm) and on five priority
levels (journal [0-2], low [3-5], medium [6-8], high [9-11] and urgent [12-15])).
With respect to the dissemination from sensors is managed through objects
using DMAP (Device Management Application Process). DMAP is a class in-
dividually installed in each network device that includes a set of objects used for
configuring, supervising and requesting parameters belonging to sensor nodes.
More precisely, DMAP contemplates the ARMO (Alert Reporting Management
Object) class for managing, at first level, alerts and generating reports through
an AlertReport service to ARO (Alert Receiving Object). ARO is a class con-
figured in a unique device in the network (the gateway in our case). All of these
alert management objects will be discussed in more detail throughout this paper
given that they play an important role in our proposal.

3.2 Reputation and Trust Management for WSNs

Reputation and trust are related concepts, however they have different mean-
ings. Reputation is defined by the Concise Oxford Dictionary as ‘what is gen-
erally said or believed about a person or the character or standing of a thing’
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while trust is defined as ‘the firm belief in the reliability or truth or strength of
an entity’. From these definitions we can infer that the concept of reputation is
more objective compared to the concept of trust.

For assuring a successful collaboration, a node should be able to discover
which neighbouring nodes are more likely of accomplishing a certain task. If
a node knows in advance how the different elements of the network will react
in any situation, then it will be able to make a flawless decision. However,
in a WSN the outcome of a certain situation cannot be clearly established or
assured. That is, we need to take uncertainty into account. Trust and repu-
tation systems aid dealing with the problem of uncertainty. In a collaborative
environment such as WSN by determining which is the best node to collaborate
with becomes very important. It is then when reputation plays a key role. By
knowing the reputation of nodes in their neighbourhood and their actual be-
haviour, it is possible for the nodes to choose a suitable course of action when
making operational decisions (knowing which is the best partner for starting a
collaboration or in extreme situations, e.g. malfunctioning nodes).

The development of trust and reputation management systems for WSN
is in a very early stage of research although growing rapidly in the past few
years. Most of the existing works are proper of Ad-Hoc and P2P networks [9].
However, these systems do not fit all the requirements and features required
by WSN. As mentioned, this research area is becoming very active and several
surveys have been produced [10]. Still, many of the solutions are designed with
the purpose of solving very specific problems and most of them do not deal
with all the features that a trust management system for WSN should provide
although they have been outlined in [11]. When designing a trust or reputation
system for WSN important aspects that should be taken into account are the
sources of information and the way of computing and modelling reputation or
trust.

Reputation provides some interesting benefits to trust management systems
(e.g. better management of aspects such as aging). Some authors have proposed
reputation-based frameworks where nodes maintain reputation for other nodes
and use it in order to evaluate their trustworthiness. Probabilistic functions are
widely used as it is the case for [12].

The approach we are going to consider for the design of a reputation system
for EWS is the use of clusters. In fact, some sensor networks group their nodes
into clusters for various reasons (e.g. better energy management or use of more
powerful nodes to execute complex tasks). The cluster head (CH ) is in charge of
gathering and analysing reputation values of the nodes in its cluster and making
event decisions. This is the case, for example, of TIBFIT [13], a protocol that
aims at detecting arbitrary node failures in an event-driven WSN where the
nodes are organized into clusters. Still, not all cluster-based systems place the
trust entity only in the CH, such as for example [14].
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4 An Early Warning System Model based on
Reputation

4.1 The Architecture of the Model

EWS could provide a good support for SCADA systems, as the actions of the
latter might be influenced by the information provided by the EWS. There-
fore, it is desirable to provide EWS with techniques that lead towards a good
performance of the SCADA systems. Our intention is to provide a reputation
mechanism within the EWS in such a way that facilitates the decision making
process once a warning (i.e., a SCADA alert) has reached the SCADA system.

The general architecture of our model can be seen in Figure 1. Due to the
energy and resource constraints of sensors in general, organizing sensor networks
into clusters is a good approach for managing the existing resources. This hierar-
chical configuration will allow us to select a cluster head (CH ) in every cluster,
which will be a trustworthy node with enough resources to take up essential
functionalities of the EWS. In particular, it is going to include the Reputation
Manager (RM in the following, see Figure 2). The RM will provide the gateway
with information about the nodes in the EWS. The gateway contains an Alarm
Manager (AM in the following). This manager is in charge of dealing with the
alerts received from the CH about nodes in the EWS in order to determine the
level of criticality of such an alarms. The AM sends to the SCADA center a
SCADA alert in order to be properly treated and registered (accounting), while
the most suitable operator in the affected area is also being located. When
the incidence has been finally treated by the selected operator, he/she has to
send a report to the gateway to be later on re-sent to the corresponding CH.
Depending on the report, this last one will update the reputation of the sensor
node accordingly.

Figure 1: General Architecture of the Model
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4.2 The Cluster and its Components

Figure 2 represents the components integrated into the CH needed for imple-
menting our EWS. At first, nodes, si, in the cluster send their messages (ri (e.g.
voltage streams) and ai (e.g. anomalous events)) to the CH which first operates
the Message Normalization component to combine combine and represent dif-
ferent data inputs in a same generic format. The result of such a normalization
is then sent to the Pattern Association component in order to verify the nature
of such a message. This component must be based on simple patterns due to
high constraints of the networks devices, such as for instance values (readings)
out/in of a specific threshold (e.g. minimum and maximum values for voltage,
[Vmin, Vmax]), as well as delayed messages circulating in the network and/or
replay attacks. Note that lost messages that come from the same node can also
mean a possible delay attack. All of these situations and any alert generated by
a sensor node (such as circuit break, stresses, strong fluctuations, routing, etc.)
have to go through the RM in order to aid the whole system to verify the real
state of the affected area.

Figure 2: Architecture of the Cluster Head

These components have been integrated into the CH because of three main
reasons. Firstly, the control in these types of subnetworks is generally simpli-
fied to a small number of nodes in order to reduce the memory storage with
information associated to the subnetwork. Secondly, we believe that if tradi-
tional sensors (working at 4-8MHz, 4-16KB RAM and 48-128KB flash memory)
are able to work as CHs, our CHs with higher capabilities (working at 26MHz,
96kB RAM, 128KB serial flash memory, and 80KB ROM) are equally feasible
to process, calculate and store information. Finally, part of the processing is
straightforward, since the approach has been designed for specific situations
using basic behaviour patterns and the calculation of the reputations values is
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simple. Lastly, and given the dimension of our approach, we assume that the
entire process of key management and agreement between peers properly work
using the security mechanisms offered by the ISA100.11a. as well as authenti-
cation and integrity services.

In the following we will concentrate on the functionalities of two of the main
components: the Pattern Association and the Reputation Manager.

4.2.1 Pattern Association Component

The validation process of a normalized message basically consists of checking
if the received message is really unique and recent. In order to achieve this, a
“cache memory” is needed (see Figure 2). This memory allows the system to
check if a new message received from a sensor node, si was already received
recently. In order to carry out an efficient search in the cache the entries have
to be ordered by a specific and unique data, such as for instance the timestamp
corresponding to the received messages. It would also be desirable that the data
stored in the cache memory are relevant and simple information, at least, the
identification of the node si, IDsi, the timestamp of the message and the value
associated to the message (i.e., a ri, or ai).

Another important task of the Pattern Association component is also to
verify that the messages were received in a valid time period, i.e. in an expected
time according to their timestamp. This time is calculated as the difference
between the real time of the CH (T system) and the timestamp of the message,
such that the result (T time) <= (TMAX) a configurable value according to its
security policies. In case where Ttime is within the expected time interval, the
component has to check in the cache memory if other recent message was already
received from the same node si. The cache memory is ordered by the timestamps
what makes more efficient the search as it can be achieved by tracking it using
as primary identifiers the timestamp and the IDsi. For example, when the
timestamp of the message is greater than the timestamp of an entry in memory,
the search can be stopped in order to reduce computational overhead.

The next step is to verify the message nature or suspect actions such as
lost of messages, delay attacks or replay attacks. For the analysis, the new
alert will have to include, at least, the IDsi, the type of the alert and its
priority, as well as the type of detected event, which could be categorized as
follows: event alert (any ai received from a si), event reading out threshold (a
ri 6∈ [Vmin, Vmax]), event lost message, event delay attack, event replay attack
and event discard node.

In order to control delay attacks, for each entry in the cache memory a
new column is also included storing in it two possible labels: event lost message
/ not event lost message. When the component receives a lost message from
an IDsi, it checks in cache if such a node did not send another lost message
recently by using the label event lost message. This label is included in the
memory for the first time when a specific message is detected as a lost message.
On the contrary, when the component receives an ai alert or a valid ri (i.e., ri
∈ [Vmin, Vmax]) the component must also store them in the cache using the label
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not event lost message for future queries. In the particular case where a reading
is valid, it must be filtered and aggregated by the Data Aggregation component
to be sent it to the gateway later on. This last action is the main task of a CH.
In the following, we will formally describe by means of a pseudocode our model,
previously defining the functions used.

• Obtain Normalized Message: it obtains normalized messages from the Message Nor-
malization component.

• Obtain ID Node: it obtains the IDsi.

• Exist Memory: it tracks the cache in order to find an existing entry.

• Exist Memory LostMessage: it tracks the cache to check if an IDsi corresponding
to a node si already sent an event lost message.

• Send RM : it sends the normalized message to the RM in order to validate the state
of the node and the type of detected event.

• TReading: it verifies if the message is a ri.

• TAlert: it verifies if the message is an ai.

• Store Cache: it stores the messages in the cache and their corresponding label (i.e.,
either not event lost message or event lost message).

• Send Message DataAggregation: it filters and aggregates data streams to be sent to
the gateway.

• Confirmation ACK(IDsi ): it confirms the reception of the message to the IDsi with

an ACK (acknowledge packet).

Then,

message = Obtain Normalized Message() ;
T time = T system− TSTAMP (message);
i f (T time <= TMAX ) then

i f (Exist Memory(message)) then //An expected time, Ttime ≤ TMAX

Send RM(message, event replay attack) ; //a possible replay attack
e l s e

i f ((TReading(message) AND (Obtain Data(message) 6∈ [Vmin, Vmax]))) then
//a ri 6∈ [Vmin, Vmax]
Send RM(message, event reading out threshold) ;

e l s e
Store Cache(message,not event lost message) ;
IDsi

= Obtain ID si(message) ;

Confirmation ACK(IDnodo) ;
i f (TAlert(message)) then

//storage of alert, ACK and its transfer to the RM
Send RM(message, event alert) ;

e l s e
//storage of a reading, ACK and aggregation
Send DataAggregation(message) ;

end
end

end
e l s e

//The message was received in an unexpected time.
//This may mean : (i) a lost message or (ii) a possible delay.
IDsi

= Obtain ID Nodo(message) ;

i f (Exist Memory LostMessage(IDsi
)) then

Send RM(message, event delay attack) ;
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e l s e
Store Cache(message, event lost message) ;
Send RM(message, event lost message) ;

end
end

The effectiveness of this approach for detecting delay and replay attacks will
depend on the size of the cache. In addition, the control of delayed or resent
messages from a compromised node simplifies the computational cost inverted
in the aggregation tasks. This means that the CH is able to filter and aggregate
data streams from different nodes, but not repeated packets from a unique node.

4.2.2 Reputation Manager

In this section we will introduce how reputation can be included as an input
for the decision making process for a WSN, part of an EWS. Our intention is
to design a Reputation Manager (RM) for aiding the CH determining which
nodes in its cluster are not functioning properly or are acting in a compromised
way in order to leave them out of the network for certain actions. The CH is
responsible of maintaining the RM.

After the information has gone through the Message Normalization and the
Pattern Association components (see Figure 2), the following parameters are

required by the RM: (IDsi, ri, ai, rep
tj
si , type of event detected). Part of this

information (such as IDsi, ri or ai and type of event) is obtained from the

information passed by the Pattern Association component. rep
tj
si is acquired

from a simple reputation database. Concerning the parameter ai the most in-
teresting information contained in it (e.g., alert type, alert category and alert
priority) for reputation purposes is the alert priority (low, medium, high, ur-

gent, etc.). In contrast, rep
tj
si is the reputation parameter of a node si at time

tj , and it is calculated by a reputation engine inside the RM. The entries that
this engine takes into account in order to calculate reputation values are initial
reputation, observations gathered by neighbour nodes and second hand infor-
mation obtained from different iterations. The parameter tj is a timestamp
representing the cycle of time that passes by in between the node si emitted an
alert (and reported it to the RM) until the reputation of the node is updated
(see Section 4.4).

Initially, all the nodes in a cluster behave in a trustworthy way and therefore
their initial value of reputation is the highest possible value. After the first
iteration, when nodes come into play, the RM can update the reputation values
for each of them. The RM generates a new alert using the ARMO class defined
by the ISA100.11a standard in order to send to the gateway the IDsi, the type
of occurred event, its priority and the timestamp tj . It is important to highlight
that depending on the type of event, the RM has to determine the criticality of it.
In particular, events associated to an undesirable minimum reputation value (it
corresponds to an event discard node, see Section 4.4), a ri out of the threshold
(an event reading out threshold) and a compromised node in the network (an
event replay attack or an event delay attack) must be labelled as an “urgent”
alert, since these cases represent serious situations that have to be attended on
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time. Furthermore, as the events event replay attack, event delay attack and
event discard node are associated to compromised behaviours of sensor nodes, a
replace/reconfiguration procedure of affected nodes is required in the network.
Only two of them are really managed by the RM. They are event alert and
event reading out threshold. A register or warning of anomalous situations is
needed for the rest of the events.

Four situations may arise in our critical context: 1) false positive if the
analyzed event by a node is innocuous, but it is classified as a threat (failure/-
compromised node); 2) true positive, if the analyzed event is properly classified
as a threat (failure/compromised node); false negative, if the analyzed event is
a threat (failure/compromised node) but the node classified it as normal/in-
nocuous; and true negative, if the analyzed event is correctly classified as nor-
mal/innocuous. The levels of importance of these cases will serve as a basis for
updating reputation values by the RM (see Section 4.4).

4.3 The Gateway and its Components

The next step of our model is to analyze any type of alert received from CHs.
The analysis must be managed by the ARO class which is configured in the
gateway and uses an organized queue ordered by priorities [4], and for each
priority is used a buffer with a maximum size (see Figure 3). Depending on
the queue and its priorities, two tasks can concurrently be executed: (i) to send
the alert to the SCADA central system, (ii) to activate the Operator Location
component when an alert is really critical. The former task involves registering
ri and ai occurred in the system, since they must be stored by the SCADA cen-
tral system. As the information has to be transmitted to the SCADA system
through specific SCADA protocols under TCP/IP (e.g. Modbus/TCP, DNP3 or
IEC-104), the gateway must also act as a special interface with capability for un-
derstanding and translating messages between different systems. For instance,
IEEE 802.15.4 messages to Modbus/TCP messages and viceversa. In contrast,
the latter task involves treating any type of critical incidence (i.e. high/urgen
ai) and react against them on time. It also involves location and warning to the
closest field operator so that he/she can approach the affected area and check
the real nature of the situation as soon as possible. To this end, the operator
must previously know the IDsi and its localization, Loci, in the area as well as
the occurred event by using a handheld device.

As ISA100.11a defines statical networks, the Loci can be obtained from a
simple and local database configured in the gateway. Note that this database
must store, at least, the IDsi and the Loci. This type of design does not only
allow locating the node in the affected area in a short time, but also reducing
computational and memory overhead in CHs as well as communication overhead
if Loci was maintained by clusters. The location of operators is outside of the
scope of this paper. However, some attempts have been made in order to find
the most suitable operator in [15] based on reputation.
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Figure 3: Architecture of the ISA100.11a Gateway

4.4 Updating Reputation

After the alerts with types event alert and event reading out threshold are treated
by the AM, a report is sent back to the RM regarding how accurate the esti-
mation of the type of alert priority given by a node was. This report will be
used in order to update reputation. When an alert reaches the SCADA center
and an operator deals with it, he can deliver a report about the behaviour of
the node. The operator is who determines the real priority of the alert. Let the
priority of the alert given by the operator, alprio(op). Then, two cases arise:

• The operator considers that the type of the alert priority was as critical as
the node determined. This means the node behaved in the right way and
therefore, the operator will report this fact to the gateway. The gateway
will inform the RM which then will increase the reputation of the node.

• The operator determines that the type of alert priority that the node
initially reported is not as high as the node estimated or it was even
higher than the node estimated. Then, this report is sent back to the RM
which will decrease the reputation of the node.

An important issue is how to decrease or increase the reputation values of a
certain node, si. This will depend on the alert type priority the node reported
and what the operator, who is treating the alerts, determined about this alert.

When the reputation of a node reaches a certain threshold set by the system
as the minimum possible reputation value, the node is discarded as useless for
the cluster purposes. Let this minimum threshold be denoted by repmin. If
for any node si in the cluster, rep

tj
si ≤ repmin then the node is discarded from

the cluster and no readings coming from it will be taken into consideration any
longer.

The algorithm for updating reputation values for nodes is as follows.
Let us assume the number of nodes in the cluster is n and si is a sensor node

in it, where 1 ≤ i ≤ n. Let the alert priority reported by the node be denoted
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by alprio(si) and the alert priority reported by the operated be alprio(op) (see
Section 3.1 for the priority levels schema).

• At the initial time, t1, rept1si is the maximum possible reputation to be
given by the RM.

• For j = 2, ...n at time tj the RM has received a report back from the
gateway stating how accurate the alert estimated by the node was. Then,

– If alprio(si) ∈ [12−15] and alprio(op) 6∈ [12−15] then a false positive is

produced and the RM decreases the rep
tj+1
si as wialrep

tj
si , where wial

is a weight that depends on the alprio(op). If alprio(op) ∈ [9− 11] then
the used weight should produce a reputation value that is decreased
with respect to the previous value. In case that the alprio(op) ∈ [6−8],
i.e., it is medium, the reputation value should decrease more than in
the case where alprio(op) ∈ [9 − 11]. For the other two cases where
alprio(op) ∈ [3 − 5]or[0 − 2] then the reputation value is decreased
more respectively.

– If alprio(si) ∈ [9 − 11] but alprio(op) 6∈ [9 − 11] then as it happened
in the previous case the reputation of the node is decreased by ap-
plying a weight wial. In this case if alprio(op) ∈ [12 − 15] a false
negative is produced and therefore the reputation of the node should
decrease more by using an appropriate weight than the one used when
alprio(op) ∈ [6− 8] where a false positive is produced.

– If alprio(si) is in the same interval of level priority than alprio(op) then
the reputation is increased by choosing an appthe weight wial should
be chosen in such a way that the resulting reputation value increases.

– If the alprio(si) is journal, low or medium at time tj no action is taken
but the RM keeps this record in a temporal buffer. If at consecutive
instances in time, i.e., tj+1, tj+2, ..., tj+k, the same node keeps pro-
ducing the same type of alerts then a new message is generated by
the RM that informs about this situation and it is sent to ARMO.
The kind of message sent will inform the operator that the alert
produced by node si should be checked. The operator then will de-
termine whether the alert is a false negative or a false positive and
then the RM will act as in the previous cases.

• The process continues until rep
tj
si ≤ repmin. Then, the node is discarded.

In order to warn about this situation, the RM has to generate another
new alert of type event discard node with “urgent” priority.

5 An Application Case Scenario: Smart Grid

Given that an energy control system is part of a Smart Grid, we can apply
our approach to such a scenario. The idea is to anticipate a response against
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a possible anomalous event in order to reduce as much as possible its negative
effect over the other parts of the system as a whole. To this end, let us assume
that the model presented in Section 4 is integrated into an electrical remote
substation, which is the main unit responsible for supervising, at first level,
the energy generation and its distribution to large residential complexes. The
cluster heads, CHi, are able to identify five different cases:

1. Case 1 : A CHi receives an alert from a sensor, si. For example, a neigh-
bour sj is not forwarding packages interrupting thus the communication
within the network.

2. Case 2 : A CHi receives a ri of voltage with value v, from si and v ∈
[Vmin, Vmax].

3. Case 3 : A CHi receives a ri with value v, from a si and v 6∈ [Vmin, Vmax].

4. Case 4 : A CHi receives the same message from a sj several times given
that this node is a compromised node trying to carry out a replay attack.
Note that a delay attack is very similar to this particular case.

5. Case 5 : A CHi receives a message after TMAX from a si. This means that
the message was lost in the network and it was received in an unexpected
time.

We will next analyze the above cases and the behaviour of the components
involved in the EWS.

1. Cases 1 and 2. These cases correspond to an alert and a normal situation,
respectively. Here, the Pattern Association component analyzes if the
message delivered by si is a unique and recent message. Otherwise, the
component will have to validate if this unique message is an alert or a
valid reading. We will see the differences in between these two cases next.

If the message is an alert then the Pattern Association component per-
forms as described in Section 4.2.1 and send it to the RM, which realizes
the operations detailed in Section 4.2.2.

If the message is a correct measure of voltage then the Association Pat-
tern component has to (i) store it in the cache memory for recent and
future analysis of events and (ii) send such a reading to the Aggregation
component in order to aggregate a set of readings to the gateway.

2. Case 3. An anomalous situation happens: the Association Pattern com-
ponent analyzes if the voltage reading is a unique and recent information
from a si by using the information stored in the cache memory. In this
case as v 6∈ [Vmin, Vmax] then the system determines that the anomalous
situation is possibly a circuit break. All these information is forwarded to
the RM in order to validate the alert in an appropriate way. Then, a new
alert of type event reading out threshold is generated by the RM and set
as “urgent”. Again, as in the previous cases, the reputation of nodes is
updated as described in Section 4.4.
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3. Cases 4 and 5. These two cases correspond to replay attacks and lost of
messages in the network, respectively. The Pattern Association compo-
nent analyzes that the messages are unique and recent (Case 4) and that
the timestamp of the message is not over TMAX (Case 5). If the message
is not unique then it is forwarded to the RM in order to generate a new
alert of type event replay attack with “urgent” priority. In contrast, Case
5 is associated to finding an entry in the cache memory with the IDsi
and a label event lost message. If it is not found, it must be stored in
cache with label event lost message by the Pattern Association compo-
nent. Then, it is transferred to the RM in such a way that a new alert
of type event lost message with “low” priority is generated. As this case
is not really critical, this type of situation does not require a reputation
update process, but a register process in the SCADA central system for
future auditing or maintenance procedures. In case that this action is re-
peated several times, a field operator will have to replace/reconfigure the
node.

6 Implementation Details and Expected Results

At present, we are implementing our model using the “de facto” standard Op-
erative System for sensor nodes called TinyOS, which provides limited support
for network and protocol simulations. For this reason, we are going to extend
the simulations to a proprietary testbed architecture with support for NesC
(component-based C-dialect [16]) and Java. This will allow us to provide sev-
eral experiments considering diverse (either extreme or non-extreme) situations.

Although, we expect to obtain tangible results in the very near future, we
believe that a first approximation of the results will be as follow:

1. Fast response and protection to the rest of domains of a Smart Grid. A
hierarchical configuration allows the system to quickly locate an affected
area and respond on time.

2. Safety and Security. Safety in the control of the cascading effect. This
control is based on a detection and reputation mechanism and on the use
of a smart AM. With respect to security, the system is able to identify
compromised nodes by means of reputation values.

3. Performance. The EWS ensures performance since part of its logic is
configured in the cluster heads and the gateway, both of them with enough
resources to carry out their tasks of detection and alarm management,
respectively.

4. Adaptability. Our model can equally work in an ISA10011.a, a ZigBee PRO
and a WirelessHART network, since all of them share certain topological,
structural and functional characteristics.
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5. Auditing and maintenance. The system is able to ensure maintenance by
identifying compromised nodes, in addition to offering relevant informa-
tion to carry out efficient auditing procedures.

7 Conclusions and Future Work

We have proposed an Early Warning System based on WSNs using the ISA100.11a
standard for alarm management and reputation for controlling behaviours. This
model consists of different components that have been presented and their func-
tionalities have also been analyzed being the main ones the Pattern Association
component and the Reputation Manager.

Although different cases have been analyzed for a Smart Grid scenario, the
main idea of the proposed solution has been to protect the operational control
domains to indirectly protect the entire Grid as a whole. Thanks to these
analysis we have concluded that WSNs playing as EWS are perfect candidates
for offering future solutions of EWSs. They provide the required ingredients for
detecting, tracking and alerting about evidences that can produce a negative
effect on the performance of a domain with an impact on the entire Grid, if they
are not treated properly in advance.

We are at an initial development phase but our intention is to provide a
complete implementation that shows its feasibility in a real and critical context.
Lastly and as future work, we intend to research how to directly include all
the logic of this approach within sensor nodes. However, this will obviously
depend on the computational capabilities and resources offered by them, which
are still constrained. Likewise, a security analysis of the approach will have to
be performed in order to evaluate its integrity against existing and future faults.
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