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Abstract. Wireless sensor networks (WSNs) are exposed to many dif-
ferent types of attacks. Among these, the most devastating attack is to
compromise or destroy the base station since all communications are ad-
dressed exclusively to it. Moreover, this feature can be exploited by a
passive adversary to determine the location of this critical device. This
receiver-location privacy problem can be reduced by hindering traffic
analysis but the adversary may still obtain location information by cap-
turing a subset of sensor nodes in the field. This paper addresses, for the
first time, these two problems together in a single solution.
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1 Introduction

Wireless sensor networks (WSNs) are highly distributed networks composed of
two types of devices namely, the sensor nodes and the base station [1]. The sen-
sor nodes are matchbox-sized computers which have the ability to monitor the
physical phenomena occurring in their vicinity and to wirelessly communicate
with devices nearby. To the contrary, the base station is a powerful device that
collects all the information sensed by the sensor nodes and serves as an interface
to the network. These networks are extremely versatile, making them suitable
for countless application scenarios where sensor nodes are unobtrusively embed-
ded into systems for monitoring, tracking and surveillance operations. Many of
these applications are critical and thus security and privacy become essential
properties.

Privacy problems in WSNs can been categorised as content-oriented or context-
oriented [14]. Content-oriented privacy focuses on protecting the privacy of the
packet contents. Therefore, the data to be protected may be the actual sensed
data [21] or the queries issued to the network [8] by a user. Context-oriented
privacy refers to the protection of the metadata associated with the measure-
ment and transmission of data. These data include the time at which sensitive
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information is collected (i.e., temporal privacy [13]) and the location of the nodes
involved in the communication (i.e., location privacy [15]).

Similarly, there are two main types of location privacy problems affecting
sensor networks: source- and receiver-location privacy. The former is concerned
with hiding the area where a particular type of data messages are generated.
This property is important in applications where these messages are related to
the behaviour of individuals, business or valuable assets [12]. On the other side,
receiver-location privacy solutions are focused on preventing an adversary from
reaching the base station. This is essential for the survivability of the network
since an adversary with physical access to this critical device may take control
over the network or even render it useless by destroying it.

Preserving receiver-location privacy is especially challenging because all the
traffic generated in the network is addressed to this single device using single-
path multi-hop communications. This introduces obvious traffic patterns that
an attacker can analyse to determine the location of the base station. Several
traffic normalisation techniques [5, 20, 16] have been proposed to hinder traffic
analysis but these solutions can only provide some means of protection when the
attacker is passive. More sophisticated adversaries may also be able to capture a
subset of sensor nodes, exploiting the fact that each node stores a routing table
that contains information on the location or distance to the base station.

This paper presents a novel receiver-location privacy solution consisting of
two complementary schemes that prevent the leakage of information about the
location of base station in the presence of traffic analysis and node capture at-
tacks. The first scheme uses a probabilistic approach to guide data packets to
the base station and introduces controlled amounts of fake traffic to hide this
flow of information. The second scheme consists of a tuneable routing table per-
turbation algorithm that reduces the negative effects of node capture attacks
while ensuring the delivery of data to the base station. To the best of our knowl-
edge there is no solution in the literature that considers both types of attacks
to receiver-location privacy simultaneously.

The rest of this paper is organised as follows. Before describing our solution,
some related works in the area are analysed in Section 2. Section 3 presents the
network and attacker models together with the main assumptions adopted for
the rest of this work. Section 4 first overviews the solution and then gives more
details about the internals of each of the two schemes that comprise it. Next,
Section 4 briefly discusses the benefits and downsides of the proposed solutions.
Finally, some conclusions and future lines of research are sketched in Section 6.

2 Related Work

Receiver-location privacy solutions can be classified according to the capabilities
of the adversary, which has traditionally been considered to be passive (with a
local or global eavesdropping range). This classification can be further divided
according to the main techniques used to counter these adversaries, as shown in
Fig. 1. Since this work focuses on local adversaries, we only review these solutions
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Fig. 1. Classification of Receiver-Location Privacy Solutions

but we refer the reader to [17] for a more exhaustive analysis of location privacy
solutions in WSNs.

Deng et al. [6, 5] were the first to propose a set of anti-traffic analysis tech-
niques to protect the base station. They present a set of basic countermeasures
consisting of applying hop-by-hop re-encryption, de-correlating packet sending
times and establishing a uniform sending rate across the network. These so-
lutions have some limitations and the authors try to alleviate them with the
Multi-Parent Routing (MPR) scheme. The idea behind this scheme is balance
the traffic load while reducing the distance to the base station at each hop.
To that end, each node selects the next node uniformly at random from all its
neighbours closer to the base station than itself. However, this countermeasure is
insufficient to prevent parent-child correlation and the authors propose to make
every node decide whether to send the packet to a random parent or to a random
neighbour based on some probability.

A similar approach is proposed by Jian et al. [10, 11]. They suggest to make
each sensor node divide its neighbours into two groups: closer and further neigh-
bours. Later, data packets are sent with higher probability to nodes belonging
to the group of closer neighbours. This results in a traffic pattern biased towards
the base station, which can be noticed by an attacker after a sufficient number
of observations. This problem is reduced by injecting fake packets in the oppo-
site direction with some probability. However, the attacker can still determine
whether a packet is fake in some situations and therefore he is able to determine
that the base station is on the other direction.

Some other approaches try to introduce more randomness in the communica-
tion pattern. Deng et al. [7, 5] further improve MPR by generating fake paths of
messages with some probability when a node observes the transmission of data
packets in their vicinity. As a result, the random path grows fake branches. The
main problem of this scheme is that nodes near the base station generate much
more fake branches than remote nodes. To address this problem, the authors
suggest that sensor nodes may adjust their probability of generating fake traffic
based on the number of packet they forward.

Another scheme based on the injection of fake traffic is devised in [19]. Data
messages are sent along the shortest path to the base station and when two
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of these paths converge at some point, the intersection node sends two fake
packets to two fake data sinks after a given period of time. The idea is to have
several points in the network that receive a similar number of packets. The main
limitation is that the attacker gets a good intuition of the direction to the base
station while tracing the shortest path before the first intersection point. This
problem is also present in the Bidirectional Tree Scheme [3], which sends data
messages along the shortest path and creates several branches of fake messages
that flow into and out of the path.

Finally, sink simulation approaches try to emulate the presence of the base
station at different locations. These techniques are also based on the generation
of fake traffic but addressed to particular network areas. This results in areas with
high volumes of traffic (i.e., hotspots) that are intended to draw the adversary
away from the real base station. In [2], the base station selects the hotspots by
sending some special messages to random locations which are at least h hops
away from it. During data transmission, when a node receives a real packet it
generates a fake message and forwards it to its closer maelstrom. Deng et al. [7,
5] also devised a similar solution but hotspots are created in a decentralised way
by keeping track of the number of fake packets forwarded to each neighbour.
New fake traffic is more likely to be sent to neighbours who have previously
received more fake traffic. The main drawback of hotspots is the high overhead
needed to deceive local adversaries.

The solution presented in this paper is an evolution of our previous work
[16], which can be classified as a biased random walk solution with fake packet
injection. In the new version we introduce a new mechanism capable of increasing
the safety time of the base station in the presence of node capture attacks. None
of the solutions in the literature have considered this problem as a threat to
receiver-location privacy.

3 Problem Description

This section presents the main assumptions as well as the network model and
the capabilities of the attacker adopted for the rest of this paper.

3.1 Network Model

This work considers sensor networks deployed for monitoring purposes. These
networks are usually deployed in vast areas and they are composed of a large
number of sensor nodes and a single base station.

We assume that the connectivity of the network is relatively high and each
node knows its neighbours based on some topology discovery protocol. This
allows sensor nodes to build their routing tables in such a way that the node is
aware of the distance of each of its neighbours to the base station. During data
transmission the node may select the next communication hop from neighbours
which are one hop closer, at the same distance than itself, or one hop further
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away from the base station. We denote these groups of nodes as LC , LE and LF ,
respectively.

Finally, we assume that every node shares pairwise cryptographic keys with
each of its neighbours, which enables hop-by-hop re-encryption as well as the
identification of fake messages.

3.2 Attacker Model

The adversary is considered to be mobile and capable of performing both traffic
analysis and node capture attacks. Its hearing range is limited to a portion of
the network, which we represent as ADVn being n the number of hops controlled
by the adversary. In the literature, the adversary is usually considered to have
a monitoring range similar to an ordinary sensor node (i.e., ADV1).

A passive adversary decides its next move based on its observations. He may
choose between a time-correlation or a rate-monitoring attack. In the former,
the attacker observes the sending times of a nodes and its neighbours. Since a
node forwards a packet immediately after it is received, the attacker may learn
which neighbours are closer to the base station. The other attack is based on
the assumption that nodes near the base station have a higher forwarding rate.
Therefore, the attacker observes which node in its vicinity sends more packets
and moves towards it.

An active adversary is interested in capturing nodes in order to retrieve
their routing tables since these contain information on the distance to the base
station. There are some works in the literature [4, 18] devoted to the modelling
and mitigation of node capture attacks but they are focused on the protection of
the key distribution mechanisms. Some authors consider a random node capture
strategy while others consider the capture of nodes in a particular area. In this
work we consider that the attacker starts by capturing nodes at the edge of the
network and moves according to the information he obtains. We also assume
that the attacker cannot compromise all sensor nodes without being discovered.
Only a fraction of the routing tables in the network can be captured.

4 Base Station Cloaking Scheme

This section presents our approach for protecting receiver-location privacy. We
start by giving an overview of the two mechanisms comprising our solution and
then we describe them in detail.

4.1 Overview

The devised solution consists of two complimentary schemes, a traffic normali-
sation scheme and a routing tables perturbation scheme. The former is intended
to hinder traffic analysis attacks while the latter is used to diminish the threat
of node capture attacks.
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During data transmission, whenever a node has something to transmit, it
sends two packets to different random nodes. One of the packets is more likely to
be received by a node closer to the base station while the other packet is received
by a neighbour at the same distance or further away with high probability. These
probabilities are adjusted in such a way that every neighbouring node receives
on average the same amount of traffic. Consequently, one of the packets can be
used to carry real data and the other one as a mechanism to hide the data flow.

The second scheme complements the first one by introducing some pertur-
bation to the routing tables. In this way, if an adversary is capable of capturing
a node and retrieving its routing table he cannot be certain of which nodes in
the table are closer to the base station. A parameter is introduced to control the
degree of perturbation of the tables since modifying the routing tables affects
the efficiency of the data transmission protocol.

4.2 Traffic Normalisation

The transmission protocol must satisfy a series of properties to ensure the secu-
rity and usability of the system. First, it must guarantee the convergence of data
packets to the base station. For this purpose, the expected value of the distance
between the data sender and the base station must be larger than the expected
value of the distance between the next node and the base station. This is a prop-
erty for the usability of the system. Second, the protocol must ensure that the
traffic generated by a node is evenly distributed among its neighbours. In other
words, the average number of messages received by any pair of neighbours must
be similar. This property is intended to locally normalise the traffic and thus
make it difficult for the adversary to make a decision on its next move based on
his observations. Finally, since the protocol sends pair of messages, we impose a
third property to make sure that each of them is sent to a different node.

Sensor nodes always send two packets when they have something to trans-
mit. Usually, real packets are sent out in conjunction with fake packets to hide
the direction of the data flow because they are indistinguishable to an external
observer. We devised a lightweight mechanism that ensures the three properties
described above. This mechanism is based on the combinations without rep-
etition of two elements from the routing table. If the routing table is sorted
according to the distances of the neighbours to the base station (see Fig. 2a),
we achieve that with high probability, any resulting combination has its first
element from the list of closer nodes LC . Consequently, if real packets are sent to
the first element of the combination the convergence property is satisfied. Addi-
tionally, if combinations are picked uniformly at random, the node balances its
transmission among all its neighbours since all the elements in the routing table
appear in exactly l− 1 combinations, where l is the number of rows of the table.
The combinations resulting from the routing table of node x are depicted in
Fig. 2b, where we additionally count the number of combinations where the first
and second element of the combination, n1 and n2 respectively, belong to each
of the groups. From this figure it is easy to see that the probability of sending
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Algorithm 1 Traffic normalisation

Input: packet← receive()
Input: combs← combinations(sort(neighs), 2)
Input: FAKE TTL
1: {n1, n2} ← select random(combs)
2: if isreal(packet) then
3: send random(n1, packet, n2, fake(FAKE TTL))
4: else
5: TTL← get time to live(packet)− 1
6: if TTL > 0 then
7: send random(n1, fake(TTL), n2, fake(TTL))
8: end if
9: end if

a data packet towards the base station, i.e., P(n1 ∈ LC) = 9/15, is much higher
than in order directions.

Since fake traffic is injected in the network, its propagation must be controlled
in some way to minimise its impact on the lifetime of the network. In other words,
fake traffic must be dropped at some point but this action must not give location
information to the adversary. The whole process is represented in Algorithm 1.
Upon the reception of a packet, the node first checks whether the packet contains
actual data. In case the packet is real, the node selects two neighbours using the
above mentioned mechanism and generates a new fake packet that contains a
time-to-live value. The data packet is sent to node n1 and the fake packet to node
n2. If the packet received is fake, the node must behave in the same way, that is,
the node sends two packets. However, now both packets are fake. The time-to-
live value is decremented at each hop and if the value reaches 0 no packets are
forwarded. The initial value of this parameter is globally defined by the network
administrator based on the eavesdropping power of the adversary. The goal is
to allow fake traffic to propagate beyond the reach of the adversary.

This protocol works correctly under the assumption of highly connected net-
works where the number of further neighbours do not outnumber the number of
closer neighbours. In [16] we showed this conditions are met even for randomly
deployed sensor networks since the number of neighbours closer to the base sta-
tion is roughly the same to the number of nodes further away. Still, the speed of
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convergence of data packets is affected by these values. The speed increases as
the number of elements in LC grows for the nodes in the path.

4.3 Routing Tables Perturbation

Routing tables are a fundamental component of almost any data transmission
protocol. They contain relevant information regarding the location or distance
to the data sink. Our traffic normalisation protocol relies on the table order3

to determine suitable combinations of neighbours that satisfy the usability and
privacy of the system. However, if an adversary gains access to the routing tables
he is able to determine which nodes are closer to the base station regardless of
the use of traffic analysis techniques.

We propose a routing table perturbation scheme that rearranges the elements
of the table to generate some uncertainty on the adversary instead of giving him
direct access to this privacy-relevant information. Since the perturbation affects
the resulting combinations, it must be carefully tuned in such a way that the
convergence property holds. Formally, we must ensure that P(n1 ∈ LC) > P(n1 ∈
LF ). In other words, the routing table must continue to be biased towards the
base station after the rearrangement of its elements.

The perturbation degree or bias is an important variable in this scheme
because it determines both the speed of convergence of data packets to the base
station and the uncertainty level of the attacker. We define the bias of a routing
table r, bias(r) ∈ [−1, 1], as the probability of sending data packets in the
direction of or in the opposite direction to the base station. The closer the bias
is to 1 the greater it is the probability that data packets are sent to nodes in LC .
Likewise, a bias value close to -1 implies that it is highly likely that the resulting
combinations have their first elements from LF . Consequently, the bias can be
defined as the difference between the probability of sending the data packet to
a node in LC and the probability of sending it to LF .

bias(r) = P(n1 ∈ LC)− P(n1 ∈ LF ) (1)

Note that these probabilities depend on the positions of each of the elements
in LC and LF in the routing table because the position determines the number of
combinations that have a particular neighbour as the first element. For example,
if we number the rows of the routing table in Fig. 2a from bottom to top,
starting from 0, we can see in Fig. 2b that there are no combinations where the
first element is F while A is the first element of 5 combinations. Therefore, we
can generalise the probabilities in Equation 1 for any subset of elements in the
table L as:

P(n1 ∈ L) =
1

C

∑
n∈L

pos(n) (2)

where C is the total number of combinations resulting from the table. These
equations allows us to check that bias(r) = −1 when the table is comprised

3 Knowing the actual distance, as shown in Fig. 2b, is not necessary.
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Algorithm 2 Perturbation Algorithm

Input: br ← {LC , LE , LF}
Input: bias, MAX ITER
1: E ← energy(bias, br)
2: i← 0
3: while (i < MAX ITER) ∧ (E 6= 0) do
4: br′ ← swap(br)
5: E′ ← energy(bias, br′)
6: if (E′ < E) then
7: br ← br′

8: E ← E′

9: end if
10: i← i + 1
11: end while
12: return br

solely of elements in LF since C =
∑

n∈LF pos(n). Likewise, if all the elements
in the table are closer to the base station, then bias(r) = 1. In general, the bias
must be greater than 0 in order to enable the eventual delivery of messages to
the base station.

Finding a particular arrangement of the table that satisfies a particular bias
value may be time consuming and may not always be feasible. This problem
is conditioned by the number of elements of each group in the original table.
Therefore, our perturbation scheme (see Algorithm 2) is modelled as an optimi-
sation algorithm that receives as input a desired bias and the routing table, and
returns the closest match. Our algorithm is inspired on evolutionary strategies
[9] where simple mutations are applied to the routing table in order to minimise
the distance to the desired bias. More precisely, we swap two elements from the
routing tables and check whether this reduces the energy (i.e., the distance to the
desired solution). In case the new state of the table reduces the energy we keep
this arrangement. The process is repeated for a maximum number of iterations
or until the energy is zero, which means that the optimal solution is found.

The main advantage of these solutions compared to deterministic algorithms
is that the time to find a (pseudo-) optimal solution to the problem is reduced.
The search space may be large for very dense network configurations where the
routing tables contain a large number of nodes. In these cases, the computation
time may be reduced several orders of magnitude. The main downside is that
the desired solution is not always found although it converges to it.

The non-deterministic nature of the algorithm provides an additional means
of protection to reversing attacks. Since the algorithm does not always reach the
same solution, the attacker may not be able to undo the perturbation even if he
learns the bias used by the algorithm. Nonetheless, it is more secure to completely
remove this value from the node after use since it is no longer necessary for the
operation of the data transmission protocol.
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5 Discussion

A local eavesdropper eventually finds a data source and starts analysing the
traffic it generates. If the attacker chooses to perform a time-correlation attack
he moves to the neighbour who forwards the first packet, which may be real or
fake. If the packet is real, the attacker is highly likely to reduce its distance to
the base station but the probability of following a real packet is lower than the
probability of following a fake packet. The reason is that the ratio of fake to real
packets is greater or equal to 1 for typical attackers. Also, note that the adversary
can only be sure that he followed a fake packet when it is no longer propagated
but since they flow in any direction, this provides the attacker4 with no relevant
information. If the strategy is to perform rate monitoring, the attacker moves
to the neighbour receiving the larger number of packets but our transmission
protocol evenly distributes the traffic, which hinders this attack.

Dealing with an attacker capable of capturing sensor nodes and retrieving
its routing table is an ambitious task. First, note that making the nodes store
fake routing tables provides no protection to the real table. The reason is that
the node must keep a pointer to the real table and the adversary may also have
access to it. Even if this information is obfuscated in some way, the adversary
can identify which table is in use in various ways. For example, if the node is
transmitting packets, the adversary can observe which pairs of neighbours are
actually receiving messages. Also, since the routing tables are updated after
each topology discovery phase the fake routing tables should take into account
topology changes to prevent the attacker from easily distinguishing the real
table. The fact that routing tables are periodically updated, also implies that
the perturbation must be performed by all nodes. If the decision is determined
probabilistically, the adversary could compromise a set of nodes and wait until
the next discovery phase to check whether the routing tables changed. In view
of this, the attacker could identify which tables are real. In general, keeping the
real tables in its original form within the nodes is unsafe.

The main drawback of our perturbation algorithm is that it negatively im-
pacts the performance of the network by slowing the speed of convergence of
data packets. However, it is the price to pay for protecting the location of the
most important device of the network. Still, the attacker has an advantage that
depends on the degree of perturbation introduced to the routing table. Since
the resulting table must be slightly biased towards the base station in order to
allow data packets to be delivered, the adversary can reproduce the behaviour
of the node and generate pairs of messages whose first element is closer to the
base station with higher probability. But this is true for any system where the
attacker has access to all the secrets. Nevertheless, introducing the perturbation
algorithm is much better than not modifying the routing tables. In the latter
case, the adversary simply needs to move always to the first neighbour in the

4 We are assuming that the network is configured correctly and thereby the adversary
does not control the whole path of fake messages.
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routing table and will reach the base station within the minimum number of
captures.

6 Conclusions

This work presents a novel receiver-location privacy solution that reduces the
chances of an attacker reaching the base station. The devised solution consists of
two complementary schemes that hinder both traffic analysis and node capture
attacks. The first scheme is a traffic normalisation protocol that injects controlled
amounts of fake traffic to hide the flow of real data packets. This protocol satisfies
several usability and security properties that ensure the eventual delivery of data
packets to the base station while it is protected from being traced. The second
scheme is an evolutionary algorithm that perturbs the routing tables of the nodes
to interfere with adversaries capable of gaining location information about the
base station after capturing a node. The algorithm is guided by a bias value,
which determines the perturbation degree of the tables. This value introduces
a tradeoff between the protection against these attacks and the mean delivery
time of data packets.

As future work we aim to investigate new mechanisms to reduce the overhead
introduced by the traffic normalisation scheme especially when the hearing range
of the adversary is large. We also want to explore and develop more sophisti-
cated attacker models and check the robustness of our solution against them.
Additionally, we are working on the design of a privacy-friendly topology discov-
ery protocol since traditional solutions reveal the location of the base station.
Our final goal is to develop an integral solution capable of protecting both from
attackers interested in finding the base station and data sources.
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