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Abstract—Wireless Sensor Networks (WSN) are networks
composed of autonomous devices manufactured to solve a specific
problem, with limited computational capabilities and resource-
constrained (e.g. limited battery). WSN are used to monitor phys-
ical or environmental conditions within an area (e.g. temperature,
humidity). The popularity of the WSN is growing, precisely due
to the wide range of sensors available. As a result, these networks
are being deployed as part of several infrastructures. However,
sensors are designed to collaborate only with sensors of the same
type. In this sense, taking advantage of the heterogeneity of WSN
in order to provide common services, like it is the case of routing,
has not been sufficiently considered. For this reason, in this paper
we propose a routing protocol based on traffic classification and
role-assignment to enable heterogeneous WSN for cooperation.
Our approach considers both QoS requirements and lifetime
maximization to allow the coexistence of different applications
in the heterogeneous network infrastructure.

Index Terms—WSN; heterogeneous; routing;

I. INTRODUCTION

Wireless sensor networks are nowadays commonly deployed
as part of the network infrastructure in diverse scenarios. For
example, control of shipping traffic in port infrastructures,
monitoring of urban infrastructures as bridges or tunnels, and
the control and monitoring of critical parameters within critical
infrastructures. The self-configuring, autonomy and cost of
deployment of WSN, are good arguments for their use, and
are largely responsible of their growing popularity. With the
raise of concepts such as the Future Internet (FI) and the
Internet of Things (IoT), that propose the interconnection of
heterogeneous networks around the globe, several research
works have focused on the adaptation of WSN in order to work
in these and other new similar paradigms. One part of this
adaptation requires the adoption of quality of service (QoS)
mechanisms to ensure that the application requirements are
satisfied throughout the network. The use of QoS mechanisms
in WSN creates a big challenge because the traditional QoS
techniques are resource-intensive and sensors are resource-
constrained. Moreover, one of the major problems in WSN is
power consumption, due to the fact that sensors are not usually
connected to a power supply. Instead, sensors have their own
battery and in some cases they are rechargeable using, for in-
stance, solar power or friction, with the corresponding increase
in price that this entails. Due to the difficulty that changing
the battery of the sensors represents, that in most cases require
human intervention, energy consumption is directly related
with the lifetime of the network.

We are convinced that the increasing popularity of the WSN
being deployed as part of several infrastructures will promote
the deployment of WSN with different purposes coexisting in
the same environment. Furthermore, it makes sense to take
advantage of this new situation where more sensors could
mean more allowable resources for traffic routing. In order to
do this, it is essential to take into consideration the influence
that traffic routing collaboration could have on the behaviour
and overhead of neighbours networks. This is a necessary
task because collaboration is carried out via messages among
the nodes of the network, and may involve a considerable
consumption of energy that is a valuable resource in WSN.
In fact, the routing protocols for WSN are developed to be
energy-aware in order to maximize the network lifetime. This
design requirement is necessary because most of the energy
consumed by a sensor is due to data transmission. For this
reason, until now, most of the research works related to QoS
in WSN considers the lifetime as the unique parameter to be
enhanced, not considering the QoS requirements specific for
each application. However, this approach does not allow the
deployment of collaborative networks, where different sensors
can work together to provide a common service, for example,
data delivery in emergency scenarios.

In this paper, we define a routing protocol based on role-
assignment in order to establish a collaborative environment
to send data of different nature with some QoS guarantees in
WSN (R2WSN). The main idea behind R2WSN is to improve
the use of the WSN without excessive lifetime utilization,
as well as to open up the possibility for deploying specific-
purpose WSN that can cooperate with each other, even sharing
resources, in order to offer common services such as the
routing service. In that sense, collaboration can provide us with
the possibility of increasing the overall network capacities to
achieve common objectives.

Our work is structured as follows. Section II presents an
introduction to traditional routing, traffic classification and
role assignment in WSN. Section III shows an analysis about
the relationship between lifetime and QoS mechanisms in
WSN. Section IV describes R2WSN, our routing strategy for
heterogeneous and cooperative routing through WSN, while
Section V defines the mathematical model to perform traffic
classification and role-assignment. Finally, Section VI contains
the conclusions and future work.
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II. TRADITIONAL ROUTING, CLASSIFICATION AND ROLE
ASSIGNMENT IN WSN

There are several works focused on defining efficient routing
protocols for WSN. Two possible classifications of routing
technologies are based on network infrastructure (flat or data-
centric, hierarchical and location-based routing) and protocol
operation (proactive, reactive and hybrid) [4]. Moreover, there
are additional techniques to safe energy while avoiding data
redundancy, as for example data aggregation [12]. This tech-
nique performs data compression by increasing the complexity
of the node, although increases the lifetime by reducing
the amount of data to be sent. Moreover, Tang et al [17]
propose an approach to extend the lifetime of WSN while
reducing delivery delay by data aggregation. Although some
QoS restrictions are considered in various studies, lifetime is
the most important parameter for performance in traditional
WSN. For this reason, various QoS-based approaches in WSN
are focused on extending the lifetime but do not consider the
application requirements, and those that consider applications
requirements are focused on providing real-time end-to-end
guarantees [2].

Unlike routing, traffic classification is not widely studied
in WSN. Indeed, traditional traffic classification has not been
used by service providers to manage different types of traffic
differently [13]. Moreover, traffic classification may be per-
formed by using the statistical performance values extracted
from the transmission layer that defines the behaviour of
the traffic [9]. When traffic classification is used to improve
the QoS, the traffic is classified according to common QoS
requirements. Therefore, given that our solution will be de-
ployed in a WSN, we have to include the energy consumption
as a requirement for the calculation of the class. Rajkamal
and Ranjan [15] consider the use of traffic classification for
network processors in WSN. However, our aim is to enable
each sensor in the network to perform data classification, the
previous step to role-assignment.

Some uses for role-assignment in WSN are: role-based
access control (RBAC), topology optimization and collabora-
tion. For example, Misra and Vaish [11] use role-assignment
for RBAC. Specifically, they define role-assignment based on
reputation, bootstrap time and energy of the node. The aim
is to define a reputation scheme in which role-assignment
is used to minimize communication and delay overhead in
WSN. Moreover, Dasgupta et al [7] use role-assignment in
order to optimize the role-based topology of the network for
maximizing the lifetime. This study is based on the existence
of two roles in WSN: nodes used for information gathering and
nodes used to aggregate and transmit data packets. In princi-
ple, all nodes in the network can have both roles, although
some nodes are better qualified than others to perform these
actions. This approach consists of using the role-assignment
for increasing the lifetime without taking into account the
applications requirements. Frank and Romer [10] use role-
assignment to identify the functionality of nodes in WSN (e.g.
gateway, cluster head) also based on topology. Finally, Weis et

al [18] use role-assignment in sensor/actuator networks (SA-
nets) to assign roles to devices based on their capabilities.
The aim of this approach is to use the roles to allow the
collaboration among the devices of the network (e.g. e-home).
With this purpose they use a publish/subscribe infrastructure.
This approach does not take into account the lifetime and is
only focused on collaboration. Then, all the roles are based
on the capabilities of the nodes, and the solution does not
consider the energy level of the nodes. Role-assignment can
be also used in conjunction with routing protocols for efficient
data aggregation [14].

The main idea behind our work is to define a routing algo-
rithm for WSN using traffic classification and role-assignment
to enhance lifetime while improving QoS. This is directed to
improve the cooperation between heterogeneous networks, that
is key in future scenarios[5].

III. LIFETIME AND QOS IN WSN

The vast majority of deployed WSN are limited in use
because sensors are constrained devices with limited memory
and battery, and are usually built with an unique purpose and
for a specific application in order to increase the performance
and to save energy. Thus, for this kind of equipment the tradi-
tional approaches to provide QoS guarantees (e.g. differential
services) are not valid. Moreover, while in general networks
we take into account diverse QoS parameters in some cases
with the same relevance among them, such as bandwidth or
data peak rate, in WSN the most important parameter to be
considered is the lifetime. We understand the lifetime as the
period that a WSN is still operative, either because the number
of sensors that are alive are able to enable the total com-
munication through the network (connectivity requirement)
or because the network is able to perform the purpose for
which it was deployed within an area of interest (this may
imply the connectivity requirement, but not necessarily). In a
WSN, the lifetime is generally calculated as a function of the
rest of parameters that defines the node’s behaviour and its
characteristics (e.g. range, battery, operative system, etc.) [8].
For this reason, the lifetime can be seen as a global measure
of the boundary of the network.

It is therefore understandable that improving the lifetime of
WSN is a widely studied topic in the research community. For
example, in [3] the authors propose the utilization of classifi-
cation techniques based on fuzzy logic to improve the routing
protocol with the aim of extending the lifetime of the network.
They also define the cooperative routing in the sense that the
nodes of the network have to specify the energy capacity that
they will share with the rest of the nodes. However, with the
growing popularity of WSN to achieve different goals, within
different contexts and with new proposals in mind, sensors are
becoming more complex and this fact impacts directly on the
lifetime, as well as requiring the use of some QoS mechanisms
to perform end-to-end QoS guarantees. For example, in [19]
the authors try to adapt traditional differentiated services to
Wireless Multimedia Sensor Networks (WMSN), where there
is real-time traffic that has to be sent through the network



maintaining a low latency and high reliability. Along the same
lines, in [16] the problem of traffic prioritization in WSN is
considered for time-critical information flows, where only two
types of flow (low and high priority) are defined. In this kind of
network, we have to consider data with different priorities and
this means an implicit classification of the data to be delivered
through the network. However, none of these schemes are
flexible or consider the selection of different paths based on
the functional requirements of the nodes (eg. security).

In most cases, the actual solutions for adapting the tradi-
tional QoS mechanisms to the WSN are focused on increasing
the lifetime, and forget that in the future the increment of
functionality in the sensors will require a more strict control of
traffic (including QoS mechanisms). Therein lies the problem,
because the traditional QoS mechanisms are resource-intensive
in general, and their adaptation to WSN is very complex.
For example, in WSN the routing is performed hop-by-hop in
an usually inaccurate topology with the corresponding delay
when the path to the destination node is a long way. For this
and other reasons, the adaptation of traditional mechanisms to
perform QoS guarantees from traditional networks to WSN is
a very hard challenge.

IV. PROPOSED SOLUTION

The basic idea behind R2WSN is that the different pieces
of information to be sent to the Sink require different paths
to be efficiently sent through a WSN. In other words, we
have two problems to solve: perform a traffic-classification
(1) and identify the QoS requirements based on such traffic
classification (2). First, one question to solve is whether it is
possible to classify the traffic flow based on the resources that
such traffic consumes and therefore on the energy wasted in
sending such data through the network. So, if our objective is
to prolong the lifetime of the WSN, one possible approach
is to identify those flows whose transmission produces in
the network a considerable decrease of energy, and send the
packets using a route where the nodes have sufficient energy
available to act as routers for this type of traffic. Intuitively if
the most aggressive traffic (in terms of power consumption)
is sent using the paths with a longer lifetime, then we are
balancing the traffic through the network and increasing the
total lifetime. Second, different types of traffic may require
different QoS requirements. For example, if a node needs to
send confidential information through the network (e.g. key
interchange), it is preferable that the path chosen is composed
of nodes with some security characteristics (e.g. encryption
mechanisms). In that case, security can be seen as a QoS
requirement because the application that sends the data needs
the path to be secure to achieve the objective.

RSWSN provides (1) and (2). First, the lifetime of the net-
work is maximized by selecting the path with more resources
available, where the nodes can decide whether they have
enough resources to guarantee the communication without
an excessive waste of energy. Moreover, QoS guarantees are
given by traffic classification and role-assignment. Figure 1
shows an example of WSN where our solution is deployed.

In the example, the sensor source (s) has to send a message
with security information to the destination node (d). Different
colours are used to illustrate the role of each node from the
perspective of s, based on the resources and characteristics of
each one. Thus, although s cannot see the entire network, the
message that it sends is interpreted by the intermediate nodes
as if s decides the next hop in the path. The result is a map
of colours that shows the role assigned to each node taking
into account the information that s wants to send. In general
we consider two types of roles: service-based and behaviour-
based. On the one hand, service-based roles specify the type of
service that a node can provide. Then these roles are the result
of performing a node classification based on the characteristics
of the data to be sent. On the other hand, behaviour-based
roles specify a behaviour defined by the node. In this case,
behaviour-based roles are the result of a decision process
performed by the node. For example, Figure 1 shows five
roles: security (pentagon), control information (circle), real-
time (cross), charitable (triangle) and egoist (rhombus). The
service-based roles are security, control information and real-
time, while the behaviour-based roles are charitable and egoist.
In this case the behaviour-based roles are focused on safe
energy. Then, when the node is in charitable mode it means
that the node can be used to route all kind of data. However,
if the node is in egoist mode, then it means that this node is
preserving their energy to perform their own operations. Using
the behaviour-based roles to safe energy it is possible to add
more roles or to delete some of the first four roles, while the
role egoist is irremovable in the definition.

Figure 1. Example - Network view from S perspective

The goal is that the information to be transmitted from s
to d is sent using the path that best satisfies a criterion. In
the example the criterion is that the path has to be secure.
For this reason, it is preferable to maximize the sensors in
the path with security characteristics. Moreover, from any
sensor the next hop has to be chosen depending on which
direction the next cluster of security sensors are. Figure 2
shows a possible solution for the example, where the solid
arrows represent the final path and the dotted arrows show
an alternative path. Looking at picture it seems natural to
wonder if the alternative path is better than the chosen path.
The answer is affirmative in this case; however, we need to
have information about where the destination node is. Without
the location of d we only can use the local node information
about general characteristics of the network, as for instance the



direction to take in order to find a security cluster. In this case,
our solution consumes more energy without a significant gain
in security. One possible solution is to perform a preliminary
search of d from s; however, the discovery algorithm could
consume more energy that the deviation previously mentioned.
In conclusion, it is preferable that the final decision is made
taking into account the characteristics of the network to be
deployed and the purpose for which will be deployed. It is
not always possible, but for example if we know that in our
network the nodes should communicate with other nodes that
are relatively close, then a discovery algorithm may be a good
option. In our proposal we decide that we will use a discovery
algorithm not aggressively (only to discover the position of
d) before the transmission begins, because without previous
knowledge of the network we do not know if both the source
and destination nodes are far away or if the node d is accessible
from a security cluster.

Figure 2. Example - Data transmission through a security path

Another issue is what happens if we have more than one
cluster that can be used. Figure 3 represents this situation,
where the node s needs to make a decision about which
security cluster to use in the transmission (A or B). Intuitively,
if s has to take a local decision about whether to choose
e (real-time) or f (security), given the previous definition it
will choose f because it belongs to the next security cluster.
However, as we can see, the path through f only involves
two security nodes while the rest of the nodes are real-time or
control classified. It is even necessary to use an egoist node
to achieve d. Instead, the path through e is better because
it allows the use of the security cluster in A to protect a
big part of the communication between s and d. To manage
this situation, e has to know that a remote security cluster is
accessible through itself. Moreover, this information has to be
extensible to s. To do this, each node has to store information
about their environment. In our solution, the information about
the environment is summarized in a set of variables allocated
to each node, one per role. Following with the example above,
the security variable in e has to represent the percentage of
security nodes in the path through e and the probability of
reaching d from it. In that case, the security variable in e has
to be higher than the security variable in f . Note that f is
a security node in itself that belongs to a security cluster, so

each node provides two types of information: its local role
based on the local resources available, and a set of variables
representing the environment of the node.

Figure 3. Example - Node Location

In our network, all the nodes have to know what they can
offer to the rest of the nodes. For example, a node has to know
whether its computational resources are insufficient to perform
the routing of real-time traffic. Based on this, we have defined
two types of behaviour in the network that are related with
the role. First, we consider that a node can take the decision
on whether their battery is insufficient to provide the routing
service or, instead, if its resources are broad enough to provide
different kinds of services to the rest of the network. If the
battery is low, then a node should use its energy on its own
functions, for example taking measurements of the network. In
that case, the node acquires the egoist role itself. The contrary
situation is when a node has sufficient resources, then it is
denoted as the charitable role. Both, egoist and charitable are
roles imposed by the node. The rest of the roles are denoted by
the context of the network. If a node wants to send information
of a certain type (e.g. security) then the intermediate nodes
have to decide if they are the best nodes for routing this
information based on the requirements of the node source.

V. TRAFFIC CLASSIFIER AND ROLE-ASSIGNMENT

We consider that traffic classification is performed by the
source node previously to send the data. Then, the data to
be sent is marked with a service-based role in origin. We
also consider that the traffic classifier is quite similar to role-
assignment. In fact, the source node takes a local decision
about the role of the data that can be implemented using
a Bayesian network similar to Figure 4 (developed with
GeNIe tool [1]) but without the behaviour-based roles. Role-
assignment is somewhat more complex and involves local
decisions, based only on information about the state of the
node, and the collaborative decisions, that incorporate the
neighbours’ decisions for estimating the probabilities. Such
decisions are made based on the resources available in the
network, although at different levels of abstraction. For local
decisions we have to take into account the local resources of
the node, while for collaborative decisions we have to consider
the total amount of information recovered from the neighbour
nodes.



A. Local Decision: Bayesian Network

The Bayesian network defined to take local decisions is
shown in Figure 4. As we can see, all the roles have to consider
the Energy resource while only the roles Control, Charitable
and Real-Time have to take into account the Speed, Memory
and Energy resources. Moreover, the roles Charitable and
Egoist have an explicit dependency on each other, denoted by
the arc joining these two nodes. Indeed, one node that is Egoist
cannot be denoted as Charitable at the same time and vice
versa. Otherwise, the Security node is affected by the security
parameters that measure the boundary of the Cryptographic
method (CM) and the Trustworthiness of the node.

Figure 4. Bayesian Network, Local Decisions

The Bayesian network of Figure 4 has been initialized
according to Table I. Said information is only representative,
and indicates the importance of each parameter in the decision
problem. For example, we have considered that for the Control
role (first row) the Memory is the most relevant resource,
followed by the Energy and Speed resources.

Parameters (% of relevance)
Rol Speed Memory Energy CM Trust

Control (Co) 0.1 0.6 0.3 - -
Real-Time (R) 0.6 0.3 0.1 - -

Security (S) - - 0.1 0.3 0.6
Charitable (C) 0.3 0.3 0.4 - -

Egoist (E) - - 1.0 - -

Table I
RELEVANCE OF THE RESOURCES

Figure 4 shows graphically the relevance of each rela-
tionship in the decision process once the Bayesian network
is initialized. So, the thicker the arrow, the more relevant
the relationship is. For example, in our scenario we have
considered that for a Control communication the Memory
resource is more relevant than the Speed resource, while in
a Real-time communication Speed is more important than the
percentage of allowable Memory in the node.

In our approach, the blue boxes will be modified according
to the internal values in each sensor, so it depends on the

node state. Then, to perform the decision process, each node
modifies the values Speed, Memory, Energy, CM and Trust-
worthiness according with its internal values (e.g. percentage
of memory available), and then retrieves the probability for
each service-based role.

Finally, a sensor has the local role X if the probability of
the role, denoted by p(X) (simplification of p(X = yes)), is
higher than the predefined threshold UX . For example, p(C)s
is the probability that the sensor s is Charitable, so when
p(C)s > UC , then s is a Charitable node. We considered that
all thresholds are equal to 0.5 (50%), although these values
could be modified to be more (UC < 0.5) or less restrictive
(UC > 0.5).

B. Cooperative Decisions
Cooperative decisions are taken by considering the sum of

the local probabilities of the nodes in the network. These
local probabilities are extracted from the Bayesian model that
was presented in the previous point (V-A). In our solution,
to perform a cooperative decision, each node stores a set of
variables that indicates the probability to be connected with
each type of node. In the proposed scenario there are five
roles, so we have to consider the probability for the node n
to be connected with a set of control, charitable, real-time,
security or egoist nodes. Then, given a node n in a network
with N nodes, where Vn is the number of neighbours of the
node n, the network probability (P ) that indicates if n is near
to a network with role X , is calculated based on the local
probability (p) of each neighbour of n using the Expression 1.
The constant K (∼= 0.02) increases the global probability
P (X) based on Vnx, that is the number of neighbours of type
X for the node n. K is necessary to detect clusters of sensors
of a given role. Specially in the case of egoist clusters, as is
shown in Figure 5, K increases P (E) for the node e1, so the
node s will chose the alternative node to send data.

P (X)n = (
1

Vn

N∑
i=1

p(X)i ∗ nb(n, i)) +K ∗ Vnx; (1)

nb(n, i) =

{
1 if i is neighbour of n
0 other

(2)

Figure 5. Egoist clusters

Nevertheless, if we use the network probability P (X)i
instead of p(X)i we can indirectly collect the total measure-
ments of data. Then, Expression 3 gives us more information
than Expression 1.



P (X)n =


p(X)n if Vn = 0

1

Vn

N∑
i=1

P (X)i ∗ Vi + p(X)i

Vi + 1
∗ nb(n, i) other

(3)
In fact each node decides which is the next hop by compar-

ing the value of P for each sensor that it locates in a specific
area, so the chosen sensor s to send the data of type X is the
sensor with the maximum value of P (X). Formally, it means
that Expression 4 has to be satisfied by s.

P (X)s ≥ P (X)i,∀i ∈ {k|nb(n, k) == 1} (4)

Besides, s should not be egoist (p(E)s < UE), and should
be the nearest to the destination node d than the previous node.
Then, supposing that we know the location of d and according
with the law of cosines [6], Expression 5 has to be satisfied by
s, where a, b and c are the results of calculating the euclidean
distance between the sensors s and d, the previous sensor o
and s, and o and d, respectively.

arcos(
a2 − b2 − c2

−2bc
) < 90 (5)

Note that, although we use Bayesian network to perform
local decisions, such approach can be replaced by mathemat-
ical expressions for increasing the dynamism of the network,
avoiding the redefinition of the network when a new role
is included. In the same way, cooperative decisions can be
performed by using other different approach more adequate to
the environment in which the solution will be deployed.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we have introduced R2WSN, a routing protocol
for heterogeneous WSN by using traffic classification and role-
assignment, that considers not only the lifetime but also the
QoS application preferences for data transmission. We also
provide an example to perform traffic classification and role-
assignment by using Bayesian Networks. There are no current
routing protocols for WSN that considers QoS restrictions and
lifetime at the same level as we do in this work. Moreover,
the lack of an existing infrastructure for allowing such collab-
oration makes very difficult to test our approach. So, further
steps in this direction are devised to design the problem using
a simulator tool to perform performance analysis. Note that
in our solution we propose an example of traffic classifica-
tion and role-assignment. However, it is possible to define
them based on other different criteria. For this reason, an
interesting analysis can be performed by comparing different
traffic classification and role-assignment solutions based on
the environment to be deployed, as well as to observe what
approach is more general and maximizes the lifetime while
preserving the QoS restrictions more efficiently.
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