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Abstract. A challenging task in security engineering concerns the spec-
ification and integration of security with other requirements at the top
level of requirements engineering. Empirical studies show that it is com-
monly at the business process level that customers and end users are able
to express their security needs. In addition, systems are often developed
by automating existing manual business processes. Since many security
notions belongs conceptually to the world of business processes, it is natu-
ral to try to capture and express them in the context of business models
in which moreover customers and end users feel most comfortable. In
this paper, based on experience drawn from an ongoing work within the
CASENET project [1], we propose a UML-based business process-driven
framework for the development of security-critical systems.

1 Introduction

The view that the main challenges facing the development of secure systems are
non-technological in nature is now widespread. Security involves people and or-
ganizations, relationships among people, and relationships between people and
systems. Accordingly, the security of a computer system is almost always com-
promised by exploiting vulnerabilities in the environment into which they are
inserted and the way they are employed, not by breaking dedicated mechanisms
such as cryptographic protocols [3]. Nevertheless, work in this area has focused
mostly on the technological part of the subject, such as cryptography, security
protocols, firewalls, etc., resulting in what some authors have called the “technol-
ogy trap” [9]. This discrepancy may be due to the fact that these technologies are
much easier to understand and to secure [29]. In fact, results in the area of cryp-
tography and cryptographic protocols are now extensive and well-established.
Notwithstanding, there is little systematic support for software engineers to de-
sign secure systems [32], and the specification of security policies are typically
not integrated with general software development. Security is usually added as
an afterthought to system requirements and design [8].




However, the emphasis is now shifting away from technology to understand-
ing the nature of the organization [9]. There is correspondingly also an increasing
awareness that security concerns should inform every phase of software devel-
opment, from requirements engineering to deployment [8]. Currently security
concerns are specified in terms of highly specialized models that are not inte-
grated with software engineering [4].

The most challenging task in security engineering seems to be at the top
level of requirements engineering [26]. It is also at the most abstract level that
customers and end users are able to express their security needs. Empirical
studies show that some form of business process review generally occurs among
engineers and stakeholders in order to develop a common understanding on the
security needs of a system [34]. A formalization of this activity is thus called for.

We intend to develop a UML-based framework for representing security se-
mantics in an integrated development environment. The focus is on the system
level, including the environment or context into which the software system will
eventually be inserted. We illustrate the approach by some examples extracted
from a case study. The present paper is tentative and exploratory, and focuses on
a discussion and identification of the problems rather than in providing solutions.

Two different lines of investigation are under development. The first one con-
cerns a translation from UML into XMI intended to facilitate the use of security
patterns to automate parts of the development process. The idea is to make
extensive use of security patterns in order to integrate security requirements,
expressed e.g. by means of UML extension mechanisms [19], into a functional
description of the system given by UML diagrams. The procedure is performed
with the help of a repository of previously worked solutions to security prob-
lems. The emergence of a new generation of tools and XML-based notations for
business process management makes this approach a very promising one. Pat-
terns [15] are intended to capture expertise in the form of worked solutions to
recurring problems. Security patterns in particular [30] are intended to capture
security expertise in a constructive way and to make this expertise available to
developers who are not security experts. Although most patterns are supposed
to be design patterns, as noted in [7] patterns can be used at higher levels of
abstraction. A library or repository of security patterns can thus be created
in a machine-readable notation such as XMI, thereby making available to the
designer a wide variety of previously worked security solutions.

The second line of investigation concerns a mapping of UML diagrams into
a formal notation for purposes of consistency checking, validation, verification,
and simulation. We believe that formal analysis is both feasible and useful al-
ready at this stage of system development. As a first approach we have selected
ConGolog [16], a concurrent logic programming language based on the situation
calculus [22]. A formalism based on first-order logic is suitable for the specifica-
tion of a system at a high level of abstraction, as well as for reasoning, testing,
validation and verification. ConGolog is a notation in which most of the fea-
tures associated with UML diagrams, both static (state diagrams, objects and
classes, relationships in general) and dynamic (activity diagrams, sequence di-



agrams, processes) can be encoded. We can express in ConGolog such notions
as business processes, use cases, sequence diagrams, cryptographic protocols,
messages and goals. ConGolog is also suitable for expressing agent-related con-
cepts such as actors, actions and roles, as suggested in [21]. This work presents a
framework within which also the notions of knowledge and knowledge-producing
action are formalized. Such concepts are more relevant that object-oriented ones
at the initial stages of system development, even in a UML-based framework.
Moreover, security requirements should be considered before the elaboration of
design-level class diagrams, and this should be done in a more abstract setting
than an object-oriented one.

As shown in [17], cryptographic protocols may also be defined and analyzed
in the situation calculus with the help of the notions of knowledge, knowledge-
production actions and sensing defined in [28,27].

With regard to business processes, it has been shown that they can be spec-
ified, synthesized, simulated, and tested for feasibility and consistency using
ConGolog [20]. The basic concepts of this approach are action, process, role,
actor and goal. The notions of actors and roles connect the process to the orga-
nizational model. Actions within a process are carried out in the context of an
organizational role by actors. An action is defined by a set of preconditions and
effects. A process is a first-order term of the language, a complex action which
may take part in any kind of relation with e.g. goals, roles, resources, and other
processes. A business process is defined as a network of actions performed in the
context of organizational roles in pursuit of a set of goals. A process consists of
a list of goals and a list of role definitions, and a role consists of a list of goals
and a list of procedures for achieving these goals.

The expressiveness of the UML notation for specifying security properties has
recently been the subject of hot debate among researchers. There is agreement
that robust tools and techniques for enabling syntactic and semantic analysis
of UML diagrams are essential. There is also widespread concern in relation to
what appears to be shortcomings of UML, e.g. lack of formal semantics and of
expressiveness for modelling security properties. However, UML is considered to
be attractive to a broader community with less critical security requirements.
Many researchers are currently developing methods to bridge the gap between
UML and formal specification languages and analysis tools. Together with an
extensive tool support, UML has become a de facto industry standard, and the
development of techniques for enabling UML users to apply formal analysis tools
also talk in favor of UML. Moreover, the simplicity of UML modelling notations
facilitates the capture of abstractions for a variety of domains, including security-
critical systems. Most importantly, UML offers an opportunity for researchers to
apply formal methods on a top-down basis, thus increasing the probability that
these methods be adopted in an industrial setting.

The rest of this paper is organized as follows. Sect. 2 discusses the relation
between process modelling and security. Sect. 3 gives a brief account of the
role that XMI is intended to perform in our framework. Sect. 4 is dedicated



to the presentation of a case study, the PASEN application, and Sect. 5 to the
conclusions.

2 Security semantics in use cases and business processes

We propose in this study a business process-driven system development method
where technology decisions are guided by the business model. Expressing se-
curity requirements at the business model level is motivated by the fact that
the applications that concern us, e.g. e-commerce transactions, are conceptu-
ally similar to traditional non-automated business transactions. Notions such as
non-repudiation, confidentiality, integrity, access control and authentication have
played a role in business transactions long before the appearance of automated
systems. In the context of computer automation and communication systems
these notions may acquire a new dimension, but scarcely a new meaning. It is
thus natural to try to capture these security requirements within the business
model, where they conceptually belong. Moreover, nowadays we see the automa-
tion of business activities and processes as such, not only support for part of
those activities or for their information aspects. As a result, the security notions
associated with business processes are themselves becoming the focal point of
system security. This approach is further underpinned by the recent interest in
letting business models not only provide the starting point for a system model,
but also become an integral part of it.

With the aim of facilitating its adoption by system developers, our framework
intends to integrate security requirements into standard system development
methodologies, which currently is often UML-based and use case-driven. How-
ever, since we are advocating a business modelling approach, and since security
requirements are regarded as non-functional whereas use cases are originally
intended for capturing functional requirements, two questions arise here. The
first one concerns the relation between use cases and business processes, and the
second that between security and functional requirements.

With relation to the first question, we note that use cases are associated
with the notion of scenario and sequence diagrams, whereas business process are
based on workflow models and activity diagrams . However, at the most abstract
levels of system specification these two kinds of diagrams are closely related,
and one may be derived from the other in a variety of ways. In fact, business
processes have been defined in ConGolog [20] basically in terms of agents, roles,
and actions. A recent work [5] show how the two techniques can be integrated.
Therefore, in practice no basic difference seems to exist between the two concepts.
Sequence diagrams focus on the interactional behavior of agents, and disregard
the activities that as a rule must be performed between interactions. Activity
diagrams, by contrast, concentrate on the activities to be performed and the
temporal and causal relations among them, and often disregard interactions.

We turn now to the second question. Use cases are often intended to capture
the behavioral requirements of software systems, and to drive the development
process. A use case is an interaction between a user of a system and the system



itself. Use cases are intended to capture the functional requirements of a system.
By contrast, non-functional requirements are defined as requirements that spec-
ify “system properties, such as environmental and implementation constraints,
performance, platform dependencies, maintainability, extensiveness, and reliabil-
ity,” i.e. the “ilities” [18]. Most non-functional requirements are largely orthog-
onal to the functional ones. Thus, a system might be made more or less reliable,
resilient, flexible or extensible, without affecting the system’s basic functional-
ity. However, this is not the case with security requirements. Although typi-
cally defined as non-functional, and often treated together with non-functional
requirements in system development methods [24, 6], in our opinion this catego-
rization obscures more that it reveals. Security requirements are a very special
kind of non-functional requirements, and are more closely related to functional
than non-functional ones. We prefer to say instead that security requirements
are anti-functional, rather than non-functional, thus highlighting the special re-
lationship between security and functional requirements. Security requirements
commonly have a visible impact on the functionality of a system, and should
thus be analyzed together with the functional requirements.

The latter is corroborated by the fact that in practice many kinds of security
requirements are studied in the context of dynamic and behavioral aspects of
a system, e.g. role-based access control [4]. Even threat analysis is currently
being performed in the context of use cases and scenarios, cf. misuse cases [31]
and abuse cases [23]. In fact, uses cases are being used for similar purposes
even outside of its intended area of application, cf. their use to identify hazards
in aerospace as failure cases [2]. Hence, far from being an impediment to the
integration of security requirements, use cases offer in fact an opportunity for
their elicitation and specification, a felicitous fact that should not be neglected.

The Eriksson-Penker extensions for business modelling with UML [12] offers
a suitable starting point for our approach. According to the authors, modelling
business surroundings involves answering the following questions: (i) how do
different actors interact; (ii) what activities are part of their work; (iii) what are
the ultimate goals of their work; (iv) what other people, systems or resources
are involved that do not show up as actors to this specific system; and (v) what
rules governs their activities and structures. The answers to these questions are
important for the security aspects of a system.

We should mention here one comprehensive approach aiming at modelling
the security requirements of business processes and transactions and based on
the notation ALMOST [25]. ALMOS$T was intended to enable a firm to formulate
market transactions security at a high abstraction level. The basic approach is
to consider the security requirements as immanent to business transactions and
dependent on the circumstances of the applications. A three-layered architecture
is proposed, with graphical concepts to specify security requirements at the upper
layer, a repository of already modelled solutions of basic security elements at
the middle, and a repository with hard- and software building blocks at the
lowest layer. Four perspectives are given to produce a comprehensive view of
a business process: informational, functional, behavioral, and organizational, to



which a fifth new perspective is added, the business process perspective. Security
requirements specified in the business process model must also be represented
and analyzed in the other models. The approach we take here is similar, with
a shift of emphasis towards requirements engineering, UML, use case-driven
development, security patterns, and formal analysis. Each one of the perspectives
mentioned above can be defined in terms of different types of UML diagrams,
and the business process model in terms of the process diagrams of the Eriksson-
Penker model [12]. The UML notation offers an integrated framework within
which most notions associated with the ALMOS$T approach can be expressed.

3 Representing UML in XMI

XMI (XML Metadata Interchange) [10] is a notation that is closely related to
UML. It is used to give a textual XML representation to UML constructs, al-
lowing automatic translation from a UML specification to other notations, for
example to a formal language for the sake of model verification.

With regard to the security requirements, they should be introduced in a
specification using the expansion mechanism of UML. These mechanisms are
represented as labels in the XMI representation of a UML specification. Figure 1
shows a possible specification of a security requirement in UML using tags,
and the corresponding XMI representation. The most important elements in
the processed task are the labels zmi.id, which associate classes and security
requirements. Thus, the XMI parser needs to process these labels to interpret
the document and extract the corresponding security information.

The following points specify the functions that XMI is intended to perform
in our framework:

1. Verify the consistency of the specifications associated with distinct UML
views and abstraction levels. The possibility to describe a system in UML
at several views and levels of abstraction allows different designers to work
separately in the specification of the security requirements. Later, when the
distinct views have been designed, a mechanism is needed to verify the con-
sistency of the requirements across these views. For example, if we define a
security requirement in a package, this requirement must show latter when
we define the class that implements this package. XMI permits translation
of a UML model to a checker, a non-UML tool, that will perform this task.
This checker searches the labels that represent the security requirements in
the XMI file and verifies the relation among them.

2. Use of formal method. Currently the less abstract views in a UML spec-
ification can be used to produce automatically the source code in various
languages as Java and C++ for later implementation. Following the same
lines, we propose to translate the model to formal languages for verifica-
tion purposes. There is a semi-formal notation associated with the UML
standard, the OCL (Object Constraint Language) [11], but this is a limited



I Security Requirement I

ClassA | ClassB

<?xml version="1.0" encoding="UTF8"?>
<XMI xmi.version="1.2" xmIns:UML="org.omg.xmi.namespace.UML" >
<XMl.header>
<XMl.documentation>
<XMl.exporter>Netbeans XMI Writer</XMI.exporter>
<XMl.exporterVersion>1.0</XMIl.exporterVersion>
</XMI.documentation>
</XMl.header>
<XMl.content>
<UML:Class xmi.id="a4" name="Class A" visibility="public" ...... >
</UML:Class>
<UML:Class xmi.id:
</UML:Class>
<UML:Association xmi.id="a8" isSpecification="false" ..... >
<UML:TaggedValue xmi.id="al0" dataValue="Security Requirements">
<UML:TaggedValue.type>
<UML:TagDefinition xmi.idref="a11"/>
</UML:TaggedValue.type>
</UML:TaggedValue>

</UML:TagDefinition>
</XMl.content>
<IXMI>

Fig. 1. Security Requirement in UML and its XMI translation (simplified)

language for certain tasks. The model translation to XMI allows one to es-
tablish a standard interface to translate a UML specification to any formal
language.

3. Apply previously worked solutions to security requirements specified in a
UML model. The textual specification of UML designs, XMI, facilitates the
database management of security design patterns. Currently there is a ten-
dency to specify the design patterns in XML, and we are working in the
specification of a XML schema [13] to represent security patterns in XML.
This representation results in a XML document extended with labels for ex-
pressing security notions, in accordance with the scheme proposed in [14].
The representation of patterns in XML is intended to enable the interaction
of the model and the repository of patterns, and to support the application
of techniques such as composition and inheritance of patterns.

4 A case study: PASEN

PASEN is an e-government application being developed by SADIEL, Spain, and
intended to enable the teachers, administrators and student tutors within an
educational center to manage their communication needs via a web portal. The
services to be offered to teachers, administrative staff, parents and students,
include basic services such as pre-admission, student’s registration, and grant
management. One the main objectives of the final system will be to facilitate
the tracking of the status of submitted requests, e.g. grant requests. The PASEN



core activities that need to be secured include student registration, grant man-
agement, pre-admission requests, homework, student absences, and examina-
tions. Each user requires a profile to access to the PASEN portal. The main
different profiles are tutors, teachers and several categories of administrators.
We concentrate here on the grant management service. This activity consists
of a part dealing with grant application and another with the grant follow-up.
The tutor may apply for a grant by filling in and submitting a grant form.
Once submitted, he receives a reference number that can be used to obtain the
information from the grant follow-up, which is provided by the administrator of
the educational center. A sequence diagram for this service is shown in Figure 2.
The steps in the sequence diagram are explained in Figure 3. As we may observe,
this diagram does not specify any security requirements, only the functional ones.
It corresponds to a high level use case or a core business process, and must be
decomposed several times during the software development process. This type of
representation is one we may expect from system developers, and offers a good
setting for studying and eliciting the required security properties of the system.
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Fig. 2. Sequence diagram for grant management

The security requirements associated with this service turn out to be ex-
tensive. Some are of a more general character, while others are related to the
information exchanged during interactions: the grant application form, the grant
data returned in the application (the filled application form), the reference num-
ber, and the evaluation data. In a general manner for the grant management,
we need: (i) a security service allowing the notarization for each type of non-



1. The PASEN User (PU) using a web browser (WB) requests from the PASEN Portal
(PP) a grant application form.

2. PP sends to WB a grant application form.

3. WB sends to PP the grant data, i.e., the filled out grant application form plus any

other needed document.

PP sends to WB a reference number to be used as an identification of the submitted

grant application.

PP sends the grant data to the Center Administrator (CA) in charge.

CA requests a grant follow-up form from PP.

PP sends to CA the grant follow-up form.

CA sends to PP result from the evaluation of the grant, i.e. the evaluation data.

. PU via the WB requests grant information from PP.

10 PP sends to PU the grant evaluation.

e

© XIS m

Fig. 3. Steps of the sequence diagram

repudiation proof, and (ii) a security service that provides a unique temporal
reference. More particular requirements are as follows.

The integrity of the application form is required. Therefore, we need a secu-
rity service that allows verifying if an unauthorized modification of information
(including changes, insertions, deletions, and duplications) has not occurred ei-
ther maliciously or accidentally.

Concerning the grant data, both integrity and confidentiality are required.
As a result we need a security service here that apart from guaranteeing data
integrity, as above, also avoids any unauthorized access or any disclosure of in-
formation. It should also be possible to verify whether any form of unauthorized
modification (including changes, insertions, deletions, and duplications) has oc-
curred either maliciously or accidentally. Moreover, the different actors involved
should be able to sign the grant file because this file is regarded as a specific
contract. Once signed, it is required that the contract cannot to be modified.
Finally, a security service is required that provides a proof of the grant evalua-
tion submission. The reference number should also be protected. Integrity and
confidentiality are both required, as well as proof of reception of the reference
number.

Although the application is rather standard and simple, the security require-
ments, taken together, are very complex. The requirements are hard to meet if
they are added as an afterthought to the developed system. The complexity in-
creases if moreover flexible solutions are required, e.g. if several similar systems
exhibiting different sets of security requirements should be developed. In addi-
tion, the requirements may change during the lifetime of the deployed system.
The need for a precise method to develop this kind of security-critical system
becomes evident here.

As we may observe, the security requirements of the PASEN application re-
fer to several perspectives. These perspectives can be associated with different
types of UML diagrams. Hence, the functional perspective corresponds basically



to activity, use case, and sequence diagrams. The static perspective corresponds
mainly to class diagrams, the dynamic perspective to state charts, the organi-
zational perspective to lanes in activity diagrams, class diagrams and packages,
and the business process perspective to process models. All these diagrams can
be affected by the security requirements. Our approach is to begin by encoding
the functional aspects of the system in the different diagrams, and then to ex-
tend these diagrams in a variety of ways in order to express the corresponding
security requirements. These extensions should be easily understandable by do-
main experts, and should as far as possible be based on standard definitions of
security concepts. As an example, a security enriched use case, using a scheme
shown in [33], could turn out to be as shown Figure 4.

Use case: Grant Management
Functional Summary: A tutor requests a grant and an administrator of the educa-
tional center returns a grant evaluation.
Actor: tutor, administrator.
Security subject: tutor: authenticity.
Preconditions: Tutor authenticated.
Security objects:
- grant form: integrity
- grant data: integrity and confidentiality
- reference number: integrity, confidentiality, non-repudiation of reception by
tutor
- evaluation data: integrity, confidentiality, authentication of origin, non-
repudiation of reception and submission

Fig. 4. Security enriched use case

The corresponding business process diagram integrates several perspectives
and includes an input object, an input event executed by a tutor, and input data.
The output is a grant evaluation. Omitting many details, the purely functional
version of the Grant Management process, i.e. without the security requirements,
could be schematically represented as shown in Figure 5. The two subprocesses
in the grant management process correspond to the Grant Application resp. the
Grant Follow-up subprocesses.

The Grant Management process extended with security could be described
as shown in Figure 6, where irrelevant details are left out. In this diagram we in-
troduce a new element, stereotyped by <<security>>, which can be interpreted
as a kind of security goal. In the lower rectangle of each element we include the
parameters associated with the security goal, stated in an informal way.

The next step would be to integrate the security goals into the business pro-
cess itself, which might result in extensive changes to the previous flow of events
and activities, including the addition of new subprocesses. Non-repudiation, for
instance, may require the inclusion of new actors, e.g. trusted third parties, and
new types of information objects and activities may also be required. The re-
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Fig. 5. Grant management business process

sulting business process should ideally be based on solutions contained in the
repository, and be the result of a pattern-based analysis applied to the security-
enhanced business process shown in Figure 6, or rather to its XMI representation.
A similar procedure, with similar results, can be applied to the corresponding
sequence diagram, thus yielding a new sequence diagram that might include e.g.
communication between the original parties and a trusted third party, e.g. an
e-notary. Other diagrams corresponding to distinct perspectives may also require
changes in the same spirit.

<<security>> <<security>>
Confidentiality Integrity
Grant Data, Ref.No,Eval.Data Grant Form,Grant DataRef.No. Eval. Data
T
| i
! |
o3 v
<<Process>>
Grant Management
/ > > >0
7~ ~
: 1 |
' i
; ; ;
<<security>> <<security>> <<security>>
Authentication Authentication of origin Non-repudiation
Tutor Ref.No(Tutor) Reception(Ref.No., Tutor)
Reception(Eval.Data, Tutor)
Submission(Eval.Data,Adm.)

Fig. 6. Security enriched grant management



A process corresponds to a procedure defined at some level of abstraction,
and this procedure may change during the lifetime of a system. A subprocess
needs not represent a purely internal activity, it may very well communicate
with agents outside the organization, and may even be allocated to a party
outside the organization. The advantage of having a uniform representation of
the several views of the system and its parts is that inconsistencies arising from
these complex phenomena might become visible at any stage of the software
development life cycle.

An important question here is how the security goals associated with business
processes relate to process decomposition. In Figure 6 we have a process, Grant
Management, which consists of two subprocesses in sequence. Several security
goals are associated with the parent process. The goal of authenticity can be
assumed to apply to the two subprocesses in the same way as to the parent
process. By contrast, non-repudiation is a kind of security goal that does not
decompose into two identical goals, one for each subprocess. It may require a
complete solution at the parent process level. There is no general solution to the
process decomposition problem with regard to with security requirements. Only
a case by case study of each security goal, supported possibly by a repository
of previously worked solutions and a pattern-based analysis tool, seems to be
feasible here. This is part of the XMI-based design procedure proposed in this
study.

Once the business model is encoded into ConGolog, the main challenge is
to express in this notation the security goals associated with the UML business
process model, which in our example include non-repudiation, authentication,
integrity, and confidentiality.

A domain expert can easily understand the security requirements expressed
in the form exemplified in Figure 6, and might even have created them. It is
however uncertain whether the developer would like to go further than this
in the specification of the system requirements. The requirements might also
have been partially generated from other views of the system, and consistency
across different perspectives should be checked at this stage. The semantics of
the expressions related to security should be as precise as possible, ideally based
on some standard. The resulting solution should in any case be checked by the
domain expert e.g. for validation, since it will probably have an impact on the
overall functionality of the system and affect other requirements. Also, several
forms of threat analysis can also be performed at this stage, for instance those
based on use cases or scenarios as explained in [31,23]. The final result is a
specification of the system at a high level of abstraction including the security
requirements, which becomes an input to the next stage of system development.

5 Conclusions

In this exploratory study we have presented an ongoing work intended to estab-
lish a use case-driven software development framework based on the UML, and
to integrate security requirements into a business process model of the system.



The UML is extended in order to express security notions. Use cases and the cor-
responding scenarios are used as the basic tool to build threat models and elicit
security requirements. The latter are originally stated at a high level of abstrac-
tion within a functional representation of the system, thus yielding a security-
enriched specification. Thereafter, a machine readable XMI-representation of
the system is produced and the security requirements are integrated into the
functional description by means of a pattern-based analysis and design process,
yielding a new specification of the system into which the security requirements
have been integrated. The resulting representation is translated into a formal
notation like ConGolog for testing, validation and verification. This procedure is
iterated as many times as required. The result is used as input to the following
stages of system development.
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